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Time series applications
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Time series 
classification

Time series 
forecasting Anomaly detection Motif discovery

Electrocardiograph (ECG)
o Arrhythmia?

Traffic forecas7ng
o Traffic flows in the future

Seism
o Earthquake signals

Server machine
o Abnormal activities

knowledge to process anomaly results of all metrics to determine
whether the entity is anomalous or not, which is challenging
to do. Forth, intuitively, modeling the expected value of one
univariate time series can bene�t from the more information in
the multivariate time series of the same entity. In summary, it is
more intuitive, e�ective and e�cient to detect anomalies at the
entity-level than at the metric-level. Thus, in this paper, similar
to [6, 11, 16, 17], we focus on detecting the overall anomalies of the
multivariate time series of each monitored entity.
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TCP retransmissions 

CPU load

Disk write

ETH1 inflow

UDP out

TCP timeout

Memory usage

Anomaly1 Anomaly2

Figure 1: An 8-metric 2-day-long multivariate time series
snippet from the server machine dataset, with two anoma-
lous regions highlighted in pink.

Entities under our study (servers, spacecrafts, etc.) are engi-
neering artifacts, which have software control logic and interact
with environment, human operators, and other systems in a very
complex way. As a result, their complex behaviors can exhibit
both stochasticity and strong temporal dependence. A previous
study [5] has shown that the stochasticity in speech sequence can
be more precisely captured by stochastic variables with properly
estimated probability distributions [5] than deterministic variables.
[24] shows that univariate time series in an online shopping website
can present complex temporal relationships. Therefore, ideally our
study should take a stochastic approach with temporal dependence
modeling. However, despite the rich literature in multivariate time
series anomaly detection in di�erent areas [4, 6, 11, 16, 17, 20, 26, 27],
previous studies either take deterministic approaches [4, 6, 11]
to model time series, or take stochastic approach but ignore the
temporal dependence of observations in the time series [27].

Due to anomaly diversities and the lack of labels for train-
ing [6], our approach has to be an unsupervised one. Based on
our observation and intuition, anomalies are usually unexpected
instances signi�cantly deviating from normal patterns formed by
the majority of a dataset. Thus, our core idea is to learn robust
latent representations to capture normal patterns of multivariate time
series, considering both the temporal dependence and stochasticity.
The more di�erent an observation is from the normal patterns, the
more likely it is considered as an anomaly. There are two major
challenges for this idea.

The �rst challenge is how to learn robust latent repre-
sentations, considering both the temporal dependence and
stochasticity of multivariate time series. Previous work [5]
has shown that a stochastic model alone is hard to capture the
long-term dependence and complex probability distributions of
multivariate time series. Intuitively, it is advantageous to let the
deterministic hidden variable of RNN act as an internal memory for
stochastic models [5]. [16] made an attempt along this direction by
simply replacing the feed-forward network in a VAE [7] with LSTM

[6], but its stochastic variables are very simple, without temporal
dependence. Stochastic variables are latent representations of
input data and their quality is the key to model performance.
To learn robust representations of data, we propose a stochastic
recurrent neural network, with explicit temporal dependence among
stochastic variables modeled. Our approach novelly glues GRU [1]
(a variant of RNN) and VAE with the following two key techniques.
a) speech reconstruction literature [5] has shown that explicitly
modeling the temporal dependence among stochastic variables can
make these variables capture more information from historical
stochastic variables and represent the input data better. Inspired
by [5], to explicitly model temporal dependence among stochastic
variables in the latent space, we propose the stochastic variable
connection technique: Linear Gaussian State Space Model [8]
connection between stochastic variables, and the concatenation of
stochastic variable and GRU latent variable. b) To help stochastic
variables capture complex distributions of input data, we adopt
planar Normalizing Flows (planar NF) [18] which uses a series of
invertiblemappings to learn non-Gaussian posterior distributions in
latent stochastic space. These techniques make our model capable
of learning salient representations from datasets with di�erent
characteristics to achieve great robustness.

The second challenge is how to provide interpretation
to the detected entity-level anomalies, given the stochastic
deep learning approaches. The interpretation is to answer the
question of why an observation is detected as an anomaly. Anomaly
interpretation can help analyze the entity anomalies and speed
up troubleshooting, and thus is often required in practice [6].
However, it is challenging to interpret anomalies of multivariate
time series, and stochastic deep learning approaches make the
interpretation even harder. Our solution to this problem is based on
the following observation. In practice, whenmanually checking and
troubleshooting entity anomalies, operators typically look for the
top few individual metrics that deviate from historical patterns the
most. For example, if a server machine is su�ering from network
slowdown, the metrics related to network would behave more
abnormally than other metrics. Thus, in our approach, a detected
entity anomaly can be interpreted by a few univariate time series
with the lowest reconstruction probabilities.

The contributions of this paper are summarized as follows:

• We propose OmniAnomaly, a novel stochastic recurrent
neural network for multivariate time series anomaly detec-
tion. To the best of our knowledge, OmniAnomaly is the
�rst multivariate time series anomaly detection algorithm
that can deal with explicit temporal dependence among
stochastic variables to learn robust representations of input
data, required by industry device monitoring.

• We propose the �rst anomaly interpretation approach for
stochastic based multivariate time series anomaly detection
algorithms that works with not only OmniAnomaly, but also
other algorithms such as [16]. The interpretation accuracy
for OmniAnomaly is up to 0.89.

• Our experiments show great e�ect of the four key techniques
in OmniAnomaly: GRU, planar NF, stochastic variable con-
nection, and an adjusted Peaks-Over-Threshold method for
automatic anomaly threshold selection.

Applied Data Science Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA
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Representation learning
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Intermediate representationInput data

Application 
tasks

High-dimensional 
data

Low-dimensional 
features



Why time series representation learning?  
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application 
tasks

representation 
learning 

algorithms

large dimensional 
time series
𝑥!, … , 𝑥" ∈ ℛ#

o High dimensionality

o Complex data with inter-rela7onships 

o temporal rela7onship

o inter-variable rela7onship

o Various learning tasks 

o Classifica7on

o Forecas7ng

o Anomaly detec7on

o etc.



Challenges in time series representation learning
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o Complex data with inter-relationships

o temporal relationships

o inter-variable relationships

o Complex application contexts
o Streaming context
o Single source & multiple sources
o Label shortage
o Missing values
o Interpretability & Explainability 
o etc.

Ø No standard representation which fits all the contexts 
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Context-related challenges
1. Streaming context

2. Labeling constraint

3. Data quality issues, e.g., missing values in Smart City sensor data

Data at time t Data at time t+1 Data in drift region

• Class 1
• Class 2
--- Class boundary

Panda! Maybe 
arrhythmia?

Emm…
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Data complexity challenges

Data at time t Data at time t+1 Data in drift region

• Class 1
• Class 2
--- Class boundary

Panda! Maybe 
arrhythmia?

Emm…

Ø Temporal & Inter-variable relationships

Ø Temporal & Inter-variable relationships

Ø Temporal relationships
1. Streaming context

2. Labeling constraint

3. Data quality issues, e.g., missing values in Smart City sensor data
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o Streaming context

o Labeling constraint

o Data quality issues, e.g., missing values in Smart City sensor data

C1: Dynamic feature learning from time series stream

C2: Semi-supervised representation learning from 
multivariate time series

C3: Geo-located time series forecasting 
with missing values

o Temporal & Inter-variable relationships

o Temporal & Inter-variable relationships

o Temporal rela7onships

Our contributions

Emm…
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o Introduction

o Background
o Time series mining
o Time series representation

o ISMAP: Dynamic Feature Learning on Time Series Stream 

o SMATE: Semi-supervised Learning on Multivariate Time Series

o GCN-M: Geo-located Time Series Forecasting with Missing Values

o Conclusion and perspectives

Outline
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Time series representation
o Time series x ∈ ℛ&×(

o Time series representation r ∈ ℛ&!×(!: a summarized feature set which accurately describes x

o 𝑇!×𝑀! < 𝑇×𝑀

o Minimize Loss(x, r)

o Different types of representations

Time series 
representation

transformadon-
based

local pattern-
based model-based
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Transformation-based representation
o Apply a set of rules to transform the whole sequence

Time series 
representation

transformation-
based

local pattern-
based model-based

o Non data-adapPve

o Unchanged parameters

o e.g., Piecewise Aggregate Approximadon (PAA) 

o Data-adaptive

o Adaptive parameters

o e.g., Adaptive Piecewise Constant Approximation (APCA)

Piecewise transformations on ECG signal [Keogh et al., SIGMOD’01]

PAA (equal-length window) APCA (adaptive-length window)
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Local pattern-based representation
o Represent the whole sequence via (a set of) local patterns

Time series 
representation

transformation-
based

local paHern-
based model-based

o Discriminative patterns

o Shapelets [Ye and Keogh, KDD’09]

o Recurrent patterns

o Frequent motifs [Wang et al., EDBT’16]

ECGFiveDays - class 1

ECGFiveDays - class 2
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Model-based representation
o Representing time series via model parameters

Time series 
representation

transformaIon-
based

local pattern-
based model-based

o Statistic modeling

o e.g., Markov Chains (MCs)

o Neural network-based modeling

o Deep representations

Fully Convolutional Neural Network architecture 
[Wang et al., IJCNN’17]

where 𝑝$% = 𝑝 𝑋& = 𝑗 ∣ 𝑋&'! = 𝑖

Representing TS as a transition probability matrix 
[Sebastiani et al., IDA’99] 
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o Introduction

o Background
o Time series mining
o Time series representation

o ISMAP: Dynamic Feature Learning on Time Series Stream 

o SMATE: Semi-supervised Learning on Multivariate Time Series

o GCN-M: Geo-located Time Series Forecasting with Missing Values

o Conclusion and perspectives

Outline
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Univariate Time Series (UTS) Multivariate Time Series (MTS) 

Data from SHL-Huawei dataset

𝑥!, … , 𝑥" ∈ ℛ# , 𝑀 = 1 𝑥!, … , 𝑥" ∈ ℛ# , 𝑀 > 1

time

va
lu

e

x!

Context & definitions

o Time series

o Sequence of points ordered by time

𝑀 =4
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Context & definitions

o Streaming context:

o real-valued data flow (e.g., real-time sensor data)

o Time series in streaming context 

o Historical time series, i.e., offline time series

o Streaming time series 

o Time series stream 

Real-time sensor data
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Context & definitions

o Streaming Pme series
o A con7nuous input data stream where each instance is a real-valued data:

𝑆=(𝑡", 𝑡#, … , 𝑡$), where N is the 7me of the most recent input value.

o Use cases:

o Online monitoring

o Real-time forecasting
Sensors

t0 t1 … tN

Autoencoder

Raw MTS 
∈ ℝ+×-

Low-dimensional
Embedding

∈ ℝ+.×-

Reconstructed
MTS ∈ ℝ+×-

Dynamic Embedding

Reconstruction

Monitoring Forecasdng
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Context & definiEons

…Database

Enrich

Autoencoder

Raw MTS 
∈ ℝ+×-

Low-dimensional
Embedding

∈ ℝ+.×-

Reconstructed
MTS ∈ ℝ+×-

Dynamic Embedding

Reconstruction

TN TN-1 …

t

o Time series stream (our context)
o A con7nuous input data stream where each instance is a 7me series:
𝑆%& = 𝑇", 𝑇#, … , 𝑇$ , no7ce that N increases with each new 7me-7ck.

o Use cases:

o Medical domain (e.g., ECG)

o Astronomy discovery (e.g., Star Light Curves)

Health case
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Problem statement

o Complex temporal relationships in time series stream
o Infinite length
o Feature evolution
o Concept drift

Data at time t+1 Data in drift region

• TS class 1
• TS class 2
--- Class boundary

Data at time t



Introduc?on Background ISMAP SMATE GCN-M Conclusion & Perspectives

20

Objectives

o TS features in streaming context
o Interpretability: visually interpretable
o Incrementality: feature extrac7on is incremental with new-coming instances [Feature Evolu7on] 
o Adaptability: adap7ve to the evolving data distribu7on [Concept DriY]

o Learning model
o Scalability

o Mainly designed for Time Series ClassificaPon (TSC) Task
o Training online, classifica7on on-line or off-line 
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Related work

Feature 
representations Classifier example Related work

Raw representation 1-NN 1NN-ED,
1NN-DTW and its variants

Statistic summary SVM or tree-based TSF [Deng et al., Inf. Sci. 2013]

Deep representations Neural Networks
mWDN [Wang et al., KDD’18],

InceptionTime [Fawaz et al., DMKD’19], 
LSTM-FCN [Farim et al., arXiv’19]

Feature/model 
ensembles Ensemble classifier

BOSS [Schäfer, DMKD’15] and its variants, 
HIVE-COTE [Lines et al., ICDM’17],
TDE [Middlehurst et al., PKDD’20]

Local patterns SVM or tree-based RPM [Wang and Lin, EDBT’16],
Shapelet [Ye and Keogh, KDD’09] and its variants

o Time series representation for classification

transformation-
based

local pattern-
based

model-based
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Why Shapelet1 in our context?

Most representative Shapelets in two classes from ECGFiveDays 
[Wang and Lin, EDBT’16]

1. L. Ye and E. Keogh. “Time series shapelets: A New Primitive for Data Mining.” In Proc. SIGKDD 2009

o Definition
o A representative shape in time series which is capable of distinguishing one class 

from the others
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T1 = 20
Dataset Trace2 (class 2)

23

T2 = 100
Dataset Trace2 (class 2)

Feature Evoludon 
between t ∈ [20, 100]

1. L. Ye and E. Keogh. “Time series shapelets: A New Primitive for Data Mining.” In Proc. SIGKDD 2009
2. UCR Archive: https://www.cs.ucr.edu/~eamonn/time_series_data_2018/

Why Shapelet1 in our context?

o Explainable for Feature Evolution in time series stream
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T2 = 100
Dataset Trace2 (class 2)
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T3 = 200
Dataset Trace2 (class 2)

Concept Drift between 
t ∈ [100, 200]

Why Shapelet1 in our context?

o Explainable for Concept Drift in time series stream

1. L. Ye and E. Keogh. “Time series shapelets: A New PrimiUve for Data Mining.” In Proc. SIGKDD 2009
2. UCR Archive: hVps://www.cs.ucr.edu/~eamonn/Ume_series_data_2018/
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Shapelet-based methods  
Shapelet-based 

methods

o End-to-end (gradient-based learning)

o Generally not interpretable

Learning-based

Figure from [Grabocka et al., KDD’14]

o Highly interpretable (decision-tree)

Extraction-based

Table 9: Predicting the class label of a testing object
Predict (shapelet decision tree classifier C, testing time series T)
1
2
3
4
5
6
7
8
9
10
11

If C is the leaf node
Return label of C

Else
SÅ shapelet on the root node of C
split_pointÅ split point on the root of C
If SubsequenceDistanceEarlyAbandon (T, S) < split_point

Predict (left substree of C, T)
Else

Predict (right substree of C, T)
EndIf

EndIf

5. EXPERIMENTAL EVALUATION
We begin by discussing our experimental philosophy. We have
designed and conducted all experiments such that they are easily
reproducible. With this in mind, we have built a webpage [15]
which contains all of the datasets and code used in this work,
together with spreadsheets which contain the raw numbers
displayed in all of the figures, and larger annotated figures
showing the decision trees, etc. In addition, this webpage contains
many additional experiments which we could not fit into this
work; however, we note that this paper is completely self-
contained.

5.1 Performance Comparison
We test the scalability of our shapelet finding algorithm on the
Synthetic Lightning EMP Classification [6], which, with a
2,000/18,000 train/test split, is the largest class-labeled time series
dataset we are aware of. It also has the highest dimensionality,
with each time series object being 2,000 data points long. Using
four different search algorithms, we started by finding the shapelet
in a subset of just ten time series, and then iteratively doubled the
size of the data subset until the time for brute force made the
experiments untenable. Figure 11 shows the results.

Figure 11: The time required to find the best shapelet (left) and
the hold-out accuracy (right), for increasing large databases sizes

The results show that brute force search quickly becomes
untenable, requiring about five days for just 160 objects. Early
abandoning helps reduce this by a factor of two, and entropy
based pruning helps reduce this by over two orders of magnitude.
Both ideas combined almost linearly to produce three orders of
magnitude speedup.
For each size data subset we considered, we also built a decision
tree (which can be seen at [15]) and tested the accuracy on the
18,000 holdout data. When only 10 or 20 objects (out of the
original 2,000) are examined, the decision tree is slightly worse
than the best known result on this dataset (the one-nearest
neighbor Euclidean distance), but after examining just 2% of the
training data, it is significantly more accurate.

5.2 Projectile Points (Arrowheads)
Projectile point (arrowhead) classification is an important topic in
anthropology (see [15] where we have an extensive review of the

literature). Projectile points can be divided into different classes
based on the location they are found, the group that created them,
and the date they were in use, etc. In Figure 12, we show some
samples of the projectile points used in our experiments.

Figure 12: Examples of the three classes of projectile points in
our dataset. The testing dataset includes some broken points, and
some drawings taken from anthropologist’s field notes

We convert the shapes of the projectile points to a time series
using the angle-based method [8]. We then randomly created a
36/175 training/test split. The result is shown in Figure 13.

Figure 13: (top) The dictionary of shapelets, together with the
thresholds dth. (bottom) The decision tree for the 3-class projectile
points problem

As shown in Figure 13 and confirmed by physical anthropologists
Dr. Sang-Hee Lee and Taryn Rampley of UCR, the Clovis
projectile points can be distinguished from the others by an un-
notched hafting area near the bottom connected by a deep concave
bottom end. After distinguishing the Clovis projectile points, the
Avonlea points are differentiated from the mixed class by a small
notched hafting area connected by a shallow concave bottom end.
The shapelet decision tree classifier achieves an accuracy of
80.0%, whereas the accuracy of rotation invariant one-nearest-
neighbor classifier is 68.0%. Beyond the advantage of greater
accuracy, the shapelet decision tree classifier produces the
classification result 3×103 times faster than the rotation invariant
one-nearest-neighbor classifier and it is more robust in dealing
with the pervasive broken projectile points in most collections.

5.3 Mining Historical Documents
In this section we consider the utility of shapelets for an ongoing
project in mining and annotating historical documents. Coats of
arms or heraldic shields were originally symbols used to identify
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Figure from [Ye and Keogh, KDD’09]
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Algorithm for Shapelet Extraction

o Distance Profile & Matrix Profile1

1. Chin-Chia Michael Yeh et al. “Matrix Pro le I: All Pairs Similarity Joins for Time Series: A Unifying View That Includes Motifs, Discords and
Shapelets.” In Proc. ICDM 2016

Quer Ti,m

1NN T’j ,m
T ’ 

T

DPi 

0 n’

m

OFFSET in T’ 

Target T ’ 

OFFSET in T 

Source T

MP 

0 n

m

Ta,m Tb,m

OFFSET in T 

MP 

0 n

m

Ta,m Tb,m

T

T ‘

Figure 2.1: Distance Profile between Query 𝑇!,# and
target time series 𝑇′, where 𝑛$ is the length of 𝑇′. 𝐷𝑃!,%
can be considered as a meta TS annotating target 𝑇′

Figure 2.2: Matrix Profile between Source 𝑇 and Target 
𝑇′, where 𝑛 is the length of 𝑇. Intuitively, 𝑀𝑃! shares 
the same offset as source T

Ø Find the Nearest Neighbor of the Query Ø Find the closest pairs between two TS
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Proposal - SMAP

o SMAP1 : Shapelet Extraction on Matrix Profile

1. J. Zuo, K. Zeitouni and Y. Taher, Exploring interpretable features for large time series with SE4TeC. In Proc. EDBT 2019

...
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Proposal - Incremental version of SMAP

o ISMAP1 : Incremental and adaptive Shapelet Extraction on Matrix Profile

1. J. Zuo, K. Zeitouni and Y. Taher, Incremental and AdapUve Feature ExploraUon over Time Series Stream, IEEE Big Data 2019

Test-then-Train strategy
Shapelet 

Extraction

Shapelet 
Initialization

Shapelet 
Update

BADGOOD

Chunk Ct, w

Node

executor

executor

…

CPUs

Node

executor

executor

…

CPUs

…

Current Shapelet Set

TS Stream Evaluation 
Block

Evaluation 
Result?

Next Chunk Import Chunk 

Caching
Mechanism

Chunk CN, w

Chunk Ct+1,w

Chunk Ct, w
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Shapelet Evaluation over newly 
input TS instances

Shapelet Evaluation

ISMAP - Evaluation Block

Concept Drift detection

o Page-Hinkey (PH) Test: initially designed for
change point detection in signal processing.

o 𝜆: PH threshold to detect a Concept Drift

o 𝐶𝑜𝑛𝑐𝑒𝑝𝑡 𝐷𝑟𝑖𝑓𝑡 = D 𝑇𝑟𝑢𝑒, 𝑃𝐻$ ≥ 𝜆
𝐹𝑎𝑙𝑠𝑒, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

e.g., 
loss threshold  
Δ = 0.3

Consider the evaluation loss as a signal
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Concept Drift
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TimeN

Import TS 
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Transition 
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Shapelet 
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ISMAP - Elastic Caching Mechanism
o One-pass algorithm

o Only conserve the data under the current concept to be learned

o Conserve the historical Shapelets in the out-of-date concepts (optional) 
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Datasets: 
o 14 datasets from UCR Archive1

Baselines (Shapelet Tree classifiers):
o Information Gain (IG) [Ye and Keogh, KDD’09]

o Kruskall-Wallis (KW), Mood’s Median (MM) 
[Lines and Bagnall, IDEAL’12]

31

Experiments
Research Questions:

o RQ1. Incremental learning with ISMAP
o Stable-concept time series stream
o To validate the incremental behavior

1. UCR Archive: https://www.cs.ucr.edu/~eamonn/time_series_data_2018/

o RQ2. Adaptive learning with ISMAP 
o Drifting-concept time series stream
o To validate the drift detection behavior 

and elastic caching mechanism

Datasets:
o Synthedc Trace and ECG5000 datasets1:

o Randomly put noise for Data Augmentadon
o Two concept driws are inserted in each dataset
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Incremental and Adaptive Feature Exploration over Time Series Stream 13

Table 1: Shapelet Datasets in UCR Archive used for Incremental Test (ISMAP)
Type Name Train/Test Class Length IG KW MM ISMAP(best) Para. (�) Comp. Ratio

Simulated SyntheticControl 300/300 6 60 0.9433 0.9000 0.8133 0.7007 0.35 46.7%

Sensor

Trace 100/100 4 275 0.9800 0.9400 0.9200 1 0.5, 0.45 26.0%
MoteStrain 20/1252 2 84 0.8251 0.8395 0.8395 0.9169 0.45 60.0%
SonyAIBO.I 20/601 2 70 0.8453 0.7281 0.7521 0.9151 0.4 95.0%
SonyAIBO.II 27/953 2 65 0.8457 - - 0.8583 0.4 63.0%
ItalyPower. 67/1029 2 24 0.8921 0.9096 0.8678 0.9466 0.45 25.4%

ECG
ECG5000 500/4500 5 140 0.7852 - - 0.9109 0.4 9.4%
ECGFiveDays 23/861 2 136 0.7747 0.8721 0.8432 0.9826 0.4 51.2%
TwoLeadECG 23/1189 2 82 0.8507 0.7538 7657 0.9337 0.5 47.8%

Images
Symbols 25/995 6 398 0.7799 0.5568 0.5799 0.8113 0.35 96.0%
Co↵ee 28/28 2 286 0.9643 0.8571 0.8671 0.9286 0.4 78.6%
FaceFour 24/88 4 350 0.8409 0.4432 0.4205 0.9886 except 0.45 62.5%
DiatomSize. 16/306 4 345 0.7222 0.6111 0.4608 0.8758 0.5 50.0%

Motion GunPoint 50/150 2 150 0.8933 0.9400 0.9000 0.9733 0.45 42.0%

Accuracy

Time

Fig. 6: Results of Incremental Test (ISMAP) by adopting Shapelet Evaluation

and predict target instance: a) Information Gain (IG)[29], b) Kruskall-Wallis
(KW) [18], c) Mood’s Median (MM) [18]. As quality measure’s calculation is
negligible compared to the total time cost, the computation time should remain
at the same level when they adopt the same distance measure (e.g., MASS ), and
when ISMAP doesn’t adopt a Test-then-Train strategy.

Table 1 shows the accuracy performance comparison between baselines and
our approach. Obviously, ISMAP achieved the top performance on accuracy met-
ric on more datasets than any other classifier (12 of 14). Specifically for sensor,
motion and ECG data, ISMAP performs no doubt better than other approaches,
and achieved more than 20% accuracy improvement in ECG5000. Table 1 shows
as well the parameter � which brings the best accuracy performance. The Com-
pression Ratio is defined by the proportion of imported valuable instances over
total training instances: Comp.Ratio = nbr.instanceimported

nbr.instancetraining
, the ratio below 1

brings a better performance in both time and memory cost.

Fig. 6 shows a global view of accuracy and time cost tested by ISMAP

under di↵erent loss thresholds. Most of the time the accuracy keeps on a relative
stable stage even with the increase of �, which can be explained by the fact that
the instances from the same class are highly consistent, and share the common
Shapelet features. Therefore, the system e�ciency can be largely improved with
an exchange of a negligible decrease of accuracy.

o Incremental behavior
o Captured by 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑅𝑎𝑡𝑖𝑜 = (!"#$%&

(&%'!(!()

o Possible to combine with other TS classifiers:
o Shapelet Transform [Lines et al., KDD’12]

o HIVE-COTE [Lines et al., ICDM’16]

RQ1. Incremental learning with ISMAP

1. J. Lines, L. M. Davis, J. Hills, and A. Bagnall, “A shapelet transform for time series classification,” in Proc. SIGKDD 2012
2. J. Lines, S. Taylor, and A. Bagnall, “Hive-cote: The hierarchical vote collective of transformation-based ensembles for time series classification,”  IEEE ICDM 2016
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o Trade-off between Accuracy and Loss Threshold Δ

RQ1. Incremental learning with ISMAP

In theory
o Loss threshold ↗, the efficiency ↗, the accuracy ↘

In practice
o The highest accuracy falls in the range Δ ∈ [0.35,0.45].

Δ
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o Concept drift detection & Elastic caching mechanism1

RQ2. Adaptive learning with ISMAP

1. J. Zuo, K. Zeitouni, and Y. Taher, “ISETS: Incremental Shapelet Extraction from Time Series Stream”, demo paper in ECML-PKDD’19 

o Two concept dri[s detected
o 65 of 500 instances cached

o Two concept drifts detected
o 120 of 1000 instances cached

ECG5000

Trace

time

time

# of TS instances

# of TS instances

PH score 

PH score

time

time
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ISMAP - Conclusion

o Shapelet representation is natively interpretable for explaining the feature
evolution and concept drift in the time series stream.

o Our proposal ISMAP extracts incremental and adaptive Shapelets from the
time series stream

o Our proposed elastic caching mechanism handles the infinite time series
stream.

o ISMAP is applicable in the scenarios where:
o New TS instances enrich the learned concept
o New TS instances may lead to Concept Drift

Github page
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o Introduction

o Background
o Time series mining
o Time series representation

o ISMAP: Dynamic Feature Learning on Time Series Stream 

o SMATE: Semi-supervised Learning on Multivariate Time Series

o GCN-M: Geo-located Time Series Forecasting with Missing Values

o Conclusion and perspectives

Outline
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o Complex structure in mulPvariate Pme series (MTS)
o Temporal rela7onships
o Inter-variable rela7onships

o Costly labeling on mulPvariate Pme series

Objectives

Ø Learn an appropriate MTS representation
o The temporal dependencies: temporal dynamics
o The dynamic interactions between the variables: spatial dynamics

Ø Semi-supervised representation learning
o Explore thoroughly the information in labeled and unlabeled samples 

Problem statement & objectives
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1. Combine features from each variable (i.e., 1-D series)
• Global features: 1NN-DTWI [Yekta et al., DMKD’15] 
• Shapelet features: Shapelet Ensemble [Cetin et al., SDM’15], M-Shapelet Discovery [Grabocka et al., KAIS’16]
• Motif features: WEASEL+MUSE [Schafer et al., AALTD’18], Global Discriminative Patterns [Nayak et al., SDM’18]
• Deep Representation features: Multi-Channels CNN [Zheng et al., WAIM’14]

2. Extract features directly from all variables
• Global features: 1NN-DTWD (1NN-DTWA) [Yekta et al., DMKD’15] 
• Motif features: Symbolic Representation for MTS (SMTS) [Baydogan et al., DMKD’15]
• Deep Representation features: Modified DNN approaches for Univariate TSC, e.g., LSTM-FCNs [Karim et al., 

ArXiv’19], InceptionTime [Fawaz et al., ArXiv’19], ROCKET [Dempster et al., ArXiv’19], etc. 

3. Consider the interactions between the variables
• Variable correlation: MLSTM-FCNs [Karim et al., Neural Networks’19]
• Attention Mechanism: CA-SFCN [Hao et al. IJCAI’20]
• 2D-CNN with 1D-CNN: MTEX-CNN [Assaf et al., ICDM’19], XCM [Fauvel et al., ArXiv’20]
• Graph Pooling: MTPool [Xu et al., ArXiv’20]

All these approaches are fully supervised25/02/2023 38

Related work – MTS representations
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Semi-supervised Learning on UTS
o Self-training or Positive Unlabeled Learning

o SSTSC [Wei and Keogh, KDD’06] 
o LCLC [Nguyen et al., IJCAI’11]
o DTW-D [Chen et al., KDD’13], etc. 
o SSSL [Wang et al., PR’19]

o Clustering based
o SUCCESS [Marussy et al., ICAISC’13]

o Self-Supervised Learning
o MTL [Javed et al., PAKDD’20]

Semi-supervised Learning on MTS
o USRL [Franceschi et al., NeurIPS’19]: contrastive learning

o TapNet [Zhang et al., AAAI’20]: attentional prototypical network

Related work – Semi-supervised learning on TS

Most of the semi-supervised approaches are 
applied in Univariate Time Series
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o Semi-supervised Spatio-Temporal Representation Learning on Multivariate Time Series1

Proposal - SMATE

1. J. Zuo, K. Zeitouni, Y. Taher, SMATE: Semi-supervised Spatio-Temporal Representation Learning on Multivariate Time Series, IEEE ICDM 2021 

o Representation Learning on 𝐱 ∈ ℝ%×)

o Learn a low-dimensional representation 𝐡 ∈ ℝ)×+, where 𝐿 < 𝑇, 𝐷 < 𝑀

o 𝐡 embeds the spatial and temporal features of 𝐱

o Semi-supervised regularization in the embedding space ℋ

o Combine both labelled and unlabelled samples 

o Learn class-separable representations for downstream tasks, e.g., MTS classification
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!"# !"$ %"& %"'

t# t$ t& t'

The spatial and temporal structure in a MTS 
sample representing “Walking” activity (with 5 

sensors) of the SHL1 dataset. 

1. H. Gjoreski, M. Ciliberto, L. Wang, F. J. O. Morales, S. Mekki, S. Valentin, D. Roggen. “The University of Sussex-Huawei Locomotion and Transportation 
Dataset for Multimodal Analytics with Mobile Devices.” IEEE Access 6 (2018): 42592-4260

Spatio-Temporal Representation on MTS

IntuiPon
o System status at Pme t

o Local value x* ∈ ℝ𝑀

o Neighbor values 𝑠* = [𝑥*+,/#, 𝑥*.,/#]

o SpaPo-temporal features
o Temporal Dynamic 𝑝(x*! | x*)
o Spa7al Dynamic 𝑝(s*&| s*)
o Spa7o-temporal dynamics (x*, s*) → (x*!, s*!)
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o Spatial Modelling Block (SMB)
o Capture the spatial interaction at segment level
o 1-d average Pooling: output the temporal status
o 2 Fully Connected (FC) layers: interacting the temporal status in spatial direction
o Output: the weighted MTS considering the spatial interaction

𝑠-"
∈ ℝ.

• Horizontal temporal status
𝑠$ ∈ ℝ.

• Spadal interacdon weights

25/02/2023 42
ℎ ∈ ℝ!×#
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Spatio-Temporal Representation on MTS
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Regularized
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Class centroid
Labeled sample
Unlabeled sample

Unsupervised
Embedding

Unlabeled sample
Inherent classes

Three-Step Regularization

Reconstruction Loss

Spatio-Temporal Encoding

Decoding

Input MTS 
% ∈ ℝ4×2

Reconstructed MTS 
M% ∈ ℝ4×2

o Based on an asymmetric auto-encoder structure 
o Two channels for Spatio-temporal encoding 

o GRU: 𝑝(x&! | x&)
o SMB + Conv1D: 𝑝(s&*| s&)

o Three-Step Regularization

25/02/2023 43

SMATE - Model Structure
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Step 1: Supervised Centroids 
Initialization

The embedding collection of 𝑋/ : 

• 𝐻/ ∈ ℝ(+×)×+

The centroid of class k

• 𝑐/ = 𝑚𝑒𝑎𝑛(𝐻/), 𝑐/ ∈ ℝ)×+

Step 2: Supervised Centroids 
Adjustment

Intuition:
• The near-by samples have 

larger contribution weights to 
the class centroids 

Step 3: Unsupervised Centroids 
Adjustment

• The propagated label from the 
distance-based class probability

• The class centroid 𝑐/ is further 
adjusted:

SMATE - Three-Step Regularization
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Three-Step Regularization

Reconstruction Loss

Spatio-Temporal Encoding

Decoding

Input MTS 
% ∈ ℝ4×2

Reconstructed MTS 
M% ∈ ℝ4×2

RegularizaPon loss:
• With labelled samples
• With class centroids regularized by both labelled and 

unlabelled samples 

Reconstruction loss:

Objective function:
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SMATE - Joint Model Optimization
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Experiments
Research Questions:

o RQ1. Classification performance

o RQ2. Semi-supervised classificaPon performance

o RQ4. Interpretation over the representation space

o RQ5. Performance of the Spatial Modeling Block 

o RQ3. Model efficiency 
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RQ1. Classification performance 
o Evaluating SMATE for fully supervised representation learning

30 datasets from UEA Archive1

13 baselines:
o Distance-based 1-NN classifier on non-normalized (non-norm) or normalized (norm) MTS

o 1NN-ED (non-norm & norm)
o 1NN-DTWI (non-norm & norm); 1NN-DTWD (non-norm & norm)
o 1NN-DTWA (norm) [Yekta et al., DMKD’15] 

o Bag-of-patterns classifier
o WEASEL+MUSE [Schäfer et al., AALTD’18]

o Deep Learning-based classifier: 
o SMATENR: SMATE without supervised Regularization
o MLSTM-FCNs [Karim et al., Neural Networks’19], USRL[Franceschi et al., NeurIPS’19], TapNet

[Zhang et al., AAAI’20], CA-SFCN [Hao et al., IJCAI’20]
1. www.timeseriesclassification.com

08/12/2021 47
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o Fully supervised representation learning
o SVM on the learned representation

08/12/2021 48

SMATE performs the
best among all the
baselines, especially
on EEG/MEG data

RQ1. Classification performance 
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o Four datasets on different domains from UEA Archive1

o ArticularyWordR. (Motion) 
o Epilepsy (Human Activity) 
o Heartbeat (Audio Spectra)
o SelfRegulationSCP1 (EEG/MEG) 

o Baselines:
o 1NN-DTW-D [Chen et al., KDD’13]

o Initially designed for UTS
o We adjust the distance measure with DTWD which is designed for MTS

o USRL [Franceschi et al., NeurIPS’19]: SVM on unsupervised representation 

o Semi-TapNets [Zhang et al., AAAI’20]: Learning unlabeled samples via Attentional Prototype Network

o MTL [Javed et al., PAKDD’20]: Multi-task learning with self-supervised features from forecasting task

RQ2. Semi-supervised classification performance

http://www.timeseriesclassification.com/
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SelfRegulationSCP1
(EEG/MEG) 

Heartbeat
(Audio Spectra)

ArticularyWordRecognition. 
(Motion) 

Epilepsy
(Human Activity)

SMATE performs generally the
best among all semi-supervised
models, especially under weak
supervision

RQ2. Semi-supervised classification performance
o Semi-supervised representation learning

o SVM on the learned representation
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RQ3. Model efficiency 

o Compare with the Deep Learning models, tested on a single Tesla V100-32Go GPU 
o MLSTM-FCNs [Karim et al., Neural Networks’19]
o USRL [Franceschi et al., NeurIPS’19]
o TapNet [Zhang et al., AAAI’20]
o CA-SFCN [Hao et al. IJCAI’20]

Factors Dataset (N, M, T)

Number of training epochs ArticularyWordRecognition (275, 9, 144)

TS length (T) EthanolConcentration (261, 3, 1751)

Number of TS instance (N) LSST (2459, 6, 36) 

Number of variables (M) PEMS-SF (267, 963, 144) 

o Datasets & factors  
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SMATE outperforms its 4
competitors in most cases

Exceptions:
• on very long MTS ->

MLSTM-FCN faster
• on MTS with high
number of variables
-> TapNet faster

RQ3. Model efficiency 
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RQ4. Interpretation over the representation space

08/12/2021 53

(a) No regularization (b) Regularization step 1: 
supervised initialization

(c) Regularization step 2: 
supervised adjustment

(d) Regularization step 3: 
unsupervised adjustment

The t-SNE plot of the data representations (Epilepsy); 
Supervised ratio = 0.1; Class centroids are marked by ⋆

o Interpretable for the effect of the weak supervision
o Interpretable for the classification results
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SMATE - Conclusion

08/12/2021 54

o SMATE allows learning a validated Spatio-temporal representation on MTS

o Spatial Modeling Block (SMB): dynamic spatial interactions

o SMATE allows an efficient representation learning and classification for MTS

o SMATE learns an interpretable representation for:
o The effect of the weak supervision

o The classification results

o SMATE allows weak supervision on the embedding space

o Limitations
o Efficiency problem on the TS that is extra-long & with extra huge variable numbers

Github page
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o Introduction

o Background
o Time series mining
o Time series representation

o ISMAP: Dynamic Feature Learning on Time Series Stream 

o SMATE: Semi-supervised Learning on Multivariate Time Series

o GCN-M: Geo-located Time Series Forecasting with Missing Values

o Conclusion and perspectives

Outline
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Context & definitions

Air quality & weather forecasting [Han et al., AAAI’21] Traffic speed forecasting [Li et al., ICLR’18]

o Time series in Smart City context:
o Sensors with fixed spatial locations
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Context & definitions

o Geo-located time series (GTS)

o Sensor data 𝒳 = 𝐗* */"
% ∈ ℛ$×0×%

o 𝑁 : number of spatial nodes
o 𝐹 : number of features in each node
o 𝑇 : number of timstamps

Traffic speed data from PEMS-BAY dataset [Li et al., ICLR’18]

o Our application context: Traffic forecasting

o Sensor network 𝒢 = {𝒱, ℰ}
o 𝒱: a set of geo-located nodes 

o ℰ: a set of edges connecting the nodes
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1. LOPEZ, Andrés Ladino. Traffic state esUmaUon and predicUon in freeways and urban networks. 2018. Thèse de doctorat. Université Grenoble Alpes.
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Problem statement

o Complex scenarios of missing values
o Temporal: long-range & short-range missing
o Spatial: partial & entire network missing
o Hinder the inter-relationship learning in GTS1

(a) long-range missing on 
entire & partial network

(b) short-range missing on 
partial & entire network

Traffic speed data from METR-LA dataset
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Objectives

o Complex missing values handling
o On short & long temporal ranges
o On partial & entire spatial network 

o Spatio-temporal modeling of the inter-relationships in GTS
o Temporal relationships
o Spatial relationships

o One-step processing 
o Jointly modeling the Spatio-temporal patterns and complex missing values

o Mainly designed for Traffic Forecasting task
o Predicting future traffic situations based on the past
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Related work
o Two-step processing

o Isolate missing-value processing and traffic forecasting
o e.g., imputation-based models [Yoon et al., NeurIPS’19]

o One-step processing
o Jointly model missing values and traffic forecas7ng
o e.g., GRU-D [Che et al., Sci. Rep.’18], LSTM-M [Tian et al., Neurocompudng’18], SGMN [Cui et al., 

Transp. Res. Part C Emerg.’20], LGnet [Tang et al., AAAI’20]

o General traffic forecasting models
o Ignore missing values during model’s optimization
o e.g., DCRNN [Li et al., ICLR’18], STGCN [Yu et al., IJCAI’18], Graph-Wavenet [Wu et al., IJCAI’19], 

AGCRN [Bai et al., NeurIPS’20], GTS [Shang et al., ICLR’20], MTGNN [Wu et al., KDD’20]

x The general techniques usually perform worse than the task-specific techniques

x Less considerations on complex missing values and Spatio-temporal patterns

x Ignoring missing values hinders the inter-relationship learning in GTS
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Proposal - GCN-M 
o Graph Convolutional Networks for Traffic Forecasting with Missing Values 

o Multi-scale Memory Network: complex missing value modeling
o L Spatio-Temporal Blocks (residual connections): Spatio-temporal pattern modeling
o Output Forecasting Module: forecasting results 
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MulE-scale Memory Network
o Enriched embeddings with local-global features 

o Local statistical features (Keys) 
o Global historical patterns (Memory components) 
o Combine local-global features: use Keys to query the Memory components
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Spatio-Temporal Block 
o Enriched embeddings with Spatio-temporal features 

o Dynamic graph construction : dynamic spatial relationships
o Temporal convolution: temporal features
o Dynamic graph convolution: re-weighting temporal features with spatial relationships
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Output Forecasting Module
o Combine features from each ST block

o 𝑂 = 𝐡0𝑊10 + 𝑏10 ∥ ⋯ ∥ 𝐡$𝑊1$ + 𝑏1$ ∥ ⋯ ∥ 𝐡2'!𝑊12'! + 𝑏12'! ∥ ℋ2𝑊12 + 𝑏12

o Project the concatenated features into the desired output dimension
o f𝐘 = 𝑊345 𝑊34! 𝑂 + 𝑏34! + 𝑏345 ∈ ℛ(×"#

o Loss function: mean absolute error (MAE), L = !
("#

∑67!( ∑&7!
"# f𝐘&6 − 𝐘&6

ST block 1 ST block 2 ST block 3

Fully Connected 
(FC) layers 

∥

f𝐘 ∈ ℛ(×"#

concatenation
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Experiments
Research Questions:

o RQ1. Performance on complete datasets 
o How well GCN-M performs on complete traffic datasets?

o RQ2. Complex scenarios of missing values
o How successful is our model in forecasting traffic data considering 

the complex missing values? 

o RQ3. Dynamic graph modeling
o How our method performs on dynamic graph modeling considering 

the missing values? 
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Experiments
o Datasets

o Use recent τ= 12 steps as input to predict the next 𝑇1 ∈ {3, 6, 12} steps
o Ar7ficially mask raw data for simula7ng complex missing-value scenarios 

o Evaluation metrics

𝑀𝐴𝐸 𝐘 f𝐘 =
1
𝑁𝑇8

m
67!

(

m
&7!

"#

f𝐘&6 − 𝐘&6

𝑅𝑀𝑆𝐸 𝐘 f𝐘 =
1
𝑁𝑇8

m
67!

(

m
&7!

"#

f𝐘&6 − 𝐘&6
5

𝑀𝐴𝑃𝐸 𝐘 f𝐘 =
1
𝑁𝑇8

m
67!

(

m
&7!

"# f𝐘&6 − 𝐘&6

𝐘&6

o Baselines
o Six recent traffic forecasting models (Ignore missing values)

o DCRNN [Li et al., ICLR’18], STGCN [Yu et al., IJCAI’18], Graph-
Wavenet [Wu et al., IJCAI’19], AGCRN [Bai et al., NeurIPS’20], GTS
[Shang et al., ICLR’20], MTGNN [Wu et al., KDD’20]

o Five one-step processing models (Joint modeling)
o (GRU), GRU-I, GRU-D [Che et al., Sci. Rep.’18], LSTM-M [Tian et al., 

Neurocomputing’18], LSTM-I, SGMN [Cui et al., Transp. Res. Part C 
Emerg.’20]
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RQ1. Performance on complete datasets

o Comparable performance to 
recent traffic forecasting models

o Clear advantage over one-step 
processing models 
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RQ2. Complex scenarios of missing values

o Mix-range missing
o Mask short & long range values 

on Temporal & Spatial axis
o Clear advantage over recent 

traffic forecasting models
o Clear advantage over one-step 

processing models 

PEMS-BAY

METR-LA
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RQ3. Dynamic Graph Modeling 

GCN-M 
variants

Pre-defined 
graph

Learned 
graph

Static/dynamic 
graphs

Contruct dynamic 
graphs with

GCN-M-obs ☑ ☑ dynamic raw observations
GCN-M-adp ✖ ☑ static -
GCN-M-pre ☑ ✖ static -
GCN-M-com ☑ ☑ static -

GCN-M ☑ ☑ dynamic enriched embeddings

o Mix-range missing with missing rate = 40%
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Model efficiency

o Moderate efficiency performance 
o Performs better than DCRNN, but worse than others

o Caused by
o Costly computations on the multi-scale memory networks (attention mechanism) 
o Costly convolutions on dynamic graphs

Training time (second) per epoch (on a single Tesla V100-32Go GPU) 
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GCN-M - Conclusion

o GCN-M considers the complex scenarios of missing values (long-range &
short-range, partial & entire network missing) in traffic data

o GCN-M models the complex inter-relationships in traffic data

o GCN-M jointly models the Spatio-temporal patterns and missing values in
one-step processing

o GCN-M is applicable not only to Traffic Forecasting but also to:

o Crowd flow forecasting
o Weather and air pollution forecasting
o etc.
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Conclusion 

o ISMAP: Dynamic Feature Learning on Time Series Stream

o Time series in streaming context

o Incremental, adaptive and interpretable Shapelet for online classification task

o SMATE: Semi-supervised Learning on MulPvariate Time Series

o Mul7variate 7me series in label-constraint context

o Efficient, interpretable deep representa7ons for semi-supervised classifica7on task

o GCN-M: Geo-located Time Series Forecasting with Missing Values

o Traffic time series in Smart City context with data quality issues

o Powerful deep representations for traffic forecasting task
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Perspectives

o ISMAP: Dynamic Feature Learning on Time Series Stream

o Extend univariate time series (UTS) stream to multivariate time series (MTS) stream

o Multi-dimensional Shapelet extraction on Matrix Profile

o SMATE: Semi-supervised Learning on Multivariate Time Series

o Apply our proposal in GCN-M (e.g., dynamic GCN) to improve the inter-relationship learning in
MTS for classification tasks

o Optimize the semi-supervised framework via e.g., domain adaptation

o GCN-M: Geo-located Time Series Forecasting with Missing Values

o Improve the efficiency of GCN-M via recent efficient attention mechanisms or graph tensor
decomposition

o Validate GCN-M in wider contexts, e.g., air pollution forecasting
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o Journals
1. J. Zuo, K. Zeitouni, Y. Taher, S. G. Rodriguez. “GCN-M: Graph Convolutional Networks for Traffic Forecasting with Missing 

Values”. Data Mining and Knowledge Discovery (DMKD), Springer (2022)
2. H. El Hafyani, M. Abboud, J. Zuo, K. Zeitouni and Y. Taher. “Learning the Micro-environment from Rich Trajectories in the

context of Mobile Crowd Sensing -Application to Air Quality Monitoring”. Geoinformatica, Springer (2022)

o International Conferences
1. J. Zuo, K. Zeitouni, Y. Taher. “SMATE: Semi-supervised Spatio-Temporal Representation Learning on Multivariate Time Series”,

IEEE International Conference on Data Mining (ICDM'21)
2. J. Zuo, K. Zeitouni, Y. Taher. “Incremental and Adaptive Feature Exploration over Time Series Stream”, IEEE International

Conference on Big Data (IEEE BigData’19)

o National Conference
1. J. Zuo, K. Zeitouni, Y. Taher. “Time Series meet Data Streams: Perspectives of the Interdisciplinary Collision and Applications”.

BDA 2019, Lyon, France

o Workshops & Demos
1. H. El Hafyani, M. Abboud, J. Zuo, K. Zeitouni and Y. Taher. “Tell Me What Air You Sense/Breath, I Tell You Where You Are”,

International Symposium on Spatial and Temporal Databases 2021 (SSTD’21), demo.
2. M. Abboud, H. El Hafyani, J. Zuo, K. Zeitouni and Y. Taher. “Micro-environment Recognition in the context of Environmental

Crowdsensing”, in Big Mobility Data Analytics with EDBT 2021 (BMDA’21)
3. J. Zuo, K. Zeitouni, and Y. Taher. “ISETS: Incremental Shapelet Extraction from Time Series Stream”, ECML-PKDD’19, demo.
4. J. Zuo, K. Zeitouni, and Y. Taher. “Exploring interpretable features for large time series with SE4TeC.”, EDBT 2019, demo.

Publications
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RQ5: Performance of the SpaFal Modeling Block 
o 27 datasets from UEA archive in which SMATE has successfully executed
o SMATE with SMB Versus SMATE without SMB: 

o [17 Wins | 8 Ties | 2 Losses]

o SMB Versus others:
o Squeez-and-Excitation (SE) in MLSTM-FCNs [Karim et al., Neural Networks’19]
o Random Dimension Permutation (RDP) in TapNet [Zhang et al., AAAI’20]

08/12/2021 76



Introduction Background ISMAP GCN-M Conclusion & Perspec?vesSMATE

Time!!-1! − #! ...

...

Enriched traffic 
embeddings ℋ!

Dynamic Filter 
Generation

Pre-defined 
Graph %

Dynamic Graph Filters

...

ℱ!"# ! ℱ!"$ ℱ!
...

Hybrid Node Embeddings

..."#!"# ! "#!"$ "#!

Static Node 
Embeddings &

$!"# ! $!"$ $!
Dynamic Graphs

...

Hybrid Node Embedding 
Construction Graph Construction

...

77

Dynamic graph construction
o Input

o Enriched traffic embeddings: observed dynamic node features
o Pre-defined graph: introduced spatial information
o Static node embeddings: unobserved static node features

o Output
o Dynamic graphs at each timestamp
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Temporal convolution
o Extract structural temporal features 

o 𝐡$ = tanh 𝑊ℱ ⋆ ℋ$ ⊙𝜎 𝑊ℱ* ⋆ ℋ$

o 𝑊ℱ, 𝑊ℱ& : learnable parameters of convolution filters
o Gating mechanism 𝜎(f)

o a Sigmoid activation function which selects structural temporal features
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Dynamic graph convolution

Global structure
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o Aggregate spatial information with temporal features
o ℋ$

:(𝑡) = ∑/70; 𝐴$(𝑡) /𝐡$(𝑡)𝑊/ ∈ ℛ(×.

o 𝐾 : diffusion step
o 𝐴3(𝑡): adjacency matrix (i.e., graph) at time t, in the i-th ST block 
o 𝑊4: learnable parameter matrix
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RQ2. Complex scenarios of missing values

o Short-range missing
o Comparable performance to 

recent traffic forecasting models 
o Clear advantage over one-step 

processing models 

PEMS-BAY

METR-LA
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RQ2. Complex scenarios of missing values
PEMS-BAY

METR-LA

o Long-range missing
o Clear advantage over recent 

traffic forecasting models for a 
high missing rate

o Clear advantage over one-step 
processing models 


